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Introduction



Conclusion from pervious theorems

Theorem (1)

e Theorem “The eigenvalues of a triangular (upper/lower/diagonal)
matrix are the entries on its main diagonal.” can leads to if we
have matrix A and B that D = B~1AB be a diagonal matrix:

det(Al — D) = det(Al — A)

Proof?



Similarity and Diagonalizable

Definition
Two n—by—n matrices A and B are called similar if there exists an invertible n—-by—n matrix Q
such that
A=0"'BQ
Definition

A matrix A is said to be diagonalizable if A is similar to a diagonal matrix D: D = Q~1AQ,
that is, if A = QDQ~! for some invertible matrix Q and some diagonal matrix D.
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Similarity



Relation between similar matrix and
change of basis!

L A square matrix for a linear transform Alp

A:nXn T:-R"->R"™ > Aa=b ab€R"

= APa=Pb =P 1APa=b = Aa=»>h

b =Pb ( | R;I — ?l“
A

a:Pc‘z} _ F P

[A]lg = P71[A]gP
O Linear transform in new basis A = P~1AP
O A is the standard matrix of linear transform in new basis.

O Similarity Transformation



Think!

Warnings

1. The matrices

[2 1and[2 0
0 2 0 2

are not similar even though they have the same eigenvalues.

2. Similarity is not the same as row equivalence. (If A is row equivalent to B, then B = EA for some
invertible matrix E.) Row operations on a matrix usually change its eigenvalues.

- Amatrixis a similarity invariant, meaning it remains unchanged under a similarity

O Why trace is a similarity invariant?
O Why rank is a similarity invariant?
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Facts
Theorem (2)

e Similar matrices have:
o same determinant
o equal characteristic equations
o same trace
o same rank

o inverse of A and B are similar (if exists)

Proof?



O

Another Notation

[ With similarity transformation Q, matrix A changed to a diagonal matrix diag(4;,1;)
L Matrix A has n linear independent eigenvectors

L0 0
0 A .. O
O [4g: Az -~ Agn] =1 g2 - qn]lE 2o ]
1o o .. a
\ )
Q |
A

U Algi gz~ qu]=0QA= AQ = QA

A= Q71AQT
A=QAQ7"

(.

CE282: Linear Algebra Hamid R. Rabiee & Maryam Ramezani

10



Find matrix Q in similariti formula

Two n—by—n matrices A and B are called similar if there exists an invertible n—by—n matrix Q such

that A = Q~1BQ. One solution for Q is the matrix whose columns are the eigenvectors of B.

Example
Find the similarity matrix of A
4= [O —1]
1o
Solution:

B[t
-1l 1
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Eigenvalue
Multiplicity



Algebraic/ Geometric multiplicity

Example

Find the eigenvalues with their repetition and eigenvectors:

1 o
EI‘4_[01

as=p 4
Definition

L The number of times an eigenvalue occurs as the root of the matrix’s
characteristic polynomial is known as its algebraic multiplicity.

L The geometric multiplicity of the eigenvalue is defined as the dimension of
eigenspace associated with that eigenvalue.

[ The geometric multiplicity of an eigenvalue A is the dimension of its

eigenspace, which is the same as the number of linearly independent
eigenvectors associated with A .



Algebraic/ Geometric multiplicity

Theorem (3)

Geometric multiplicity of A <= Algebraic multiplicity of 4

Proof?
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Diagonalization



Diagonalizable

Definition

A matrix A is said to be diagonalizable if 4 is similar to a diagonal matrix, that is, if A = QDQ ™!
for some invertible matrix Q and some diagonal matrix D. The columns of Q is called an
eigenvector basis of R™.

Example

—12 151\ is diagonalizable
—10 13/ because it equals

is diagonalizable
because it equals

(

(32 38) s
( —8 —9) is diagonalizable 1
2

2 0Y/1/-1 -3}\'
1 because it equals 0 —1/l2\ 2 1
-1
-1 . ] -1 1 0 -1 0 0 -1 1 0
1 is diagonalizable 1 11 0 -1 0 1 11
-1 -1 0 1 0O 0 2 -1 0 1

3
0
2 -
1 because it equals

-0 O



Diagonalizable
Theorem (4)

Ann X n matrix A is diagonalizable if and only if A has n linearly independent _

Proof?

Corollary

0 An n X n matrix with n distinct eigenvalues is diagonalizable.



Diagonalizable
Theorem (5)

Let A be an n X n matrix. The following are equivalent:

O Ais diagonalizable.

O The sum of the geometric multiplicities of the eigenvalues of A is equal to n .
O The sum of the algebraic multiplicities of the eigenvalues of A is equal to n, and for
each eigenvalue, the geometric multiplicity equals the algebraic multiplicity.

Proof?



Power of matrix

Theorem (6)

Find A™

Proof?



Diagonalizable and Non-Diagonalizable Matrices
O Distinct eigenvalues -> eigenvectors are Linear Independent
0 Duplicate eigenvalues -> 89 &3

e Not all matrices are diagonalizable.
o Example:

o 1
A‘[oo

o The diagonalizing matrix S is not unique. AS = §D




Diagonalizable and Non-Diagonalizable Matrices

Distinct eigenvalues -> eigenvectors are Linear Independent
O Duplicate eigenvalues -> 8 8

e Not all matrices are diagonalizable.
o Example:

[Q 11

e The dia

R




Diagonalizable and Non-Diagonalizable Matrices

0 -6 —H4
O For matrix 4 = 5 —-11 -6
—6 9 4
o lIts eigenvalues are -2, -2 and -3 (repeated eigenvalues)
O A48 =8SD
el —
0 6 4 0 O 2 0 O 2 -2 0 0
5 —11 -6 O 2 1110 2| -1 0O 2 0
6 9 4 0 3|3/ 0 —3| 3 0 0 -3

Geometric multiplicity of -2=1
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Diagonal Matrix
S is not invertibIE! => A is non-diagonalizable
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O

4
—3
9

Diagonalizable and Non-Diagonalizable Matrices

O For matrix B =

g 2\ [/ 4
6 1 -3
12 -5 0

R is invertible!

R is not unique!(

-3

4 8 2
-3 -6 1
9 12 -5
o Its eigenvalues are -2, -2 and -3 (repeated eigenvalues)
BR = RD
14 1|2 2 0 0 —8
— i3 0]-1 0O 2 0 6
10 313 0O 0 3 0
Diagonal Matrix
2 —_—
—1 Geometric multiplicity of -2= 2
3 ) — Algebraic multiplicity of -2 =2
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Diagonalizable and Non-Diagonalizable Matrices

4 g 2
O Formatix B={ -3 —6 1

So, what's going on here?

(—93 IS ]5/\0 3 3/ o 3'3/‘\6 0 —-3}‘ \o =6 E9)

Diagonal Matrix

R is invertible! s 3 o
R is not unique!(3 -3 1)

3 -3 3 > Algebraic multiplicity of -2 =2



Conclusion
Diagonalizable vs. Non-Diagonalizable Matrices

(1) Distinct Eigenvalues
« Anyn X n matrix with n distinct eigenvalues is always
diagonalizable.
o Reason: each eigenvalue yields exactly one independent
eigenvector, giving a full set of n independent eigenvectors.



Conclusion
Diagonalizable vs. Non-Diagonalizable Matrices

(2) Repeated Eigenvalues

Diagonalizability depends on the number of independent eigenvectors.

The matrix is diagonalizable iff

geometric multiplicity = algebraic multiplicity for every A.
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